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- For a finite number of homogeneous polynomials, arithmetical geometry considers the question of (nontrivial) solutions in a given field $k$ when the coefficients are in $k$, such as number field, function field, field of $p$-adic numbers, et cetera
- In the theory of complex manifolds and complex spaces (also referred to as function theory), the question is for solutions of hoomogeneous polynomials over the field of all meromorphic functions on $\mathbb{C}$.
- Since every meromorphic function in $\mathbb{C}$ is the quotient of two entire (holomorphic) functions on $\mathbb{C}$, for solutions of homogeneous equations,same as asking for solutions which are entire holomorphic functions.
- Question same as existence of nontrivial entire holomorphic curve (i.e., nontrivial holomorphic maps from $\mathbb{C}$ ) in the variety defined by the homogeneous polynomials.
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- As Lang advocated for a long time, Vojta formulated a formal parallelism between the theory of Diophantine approximation in number theory and value distribution theory (Nevanlinna theory) in complex analysis.
Paul Vojta, Diophantine approximations and value distribution theory. Lecture Notes in Mathematics, 1239. Springer-Verlag, Berlin, 1987.
- A less developed but along the same line was also a formulation of such formal parallelism by Charles Osgood.
Charles Osgood, Sometimes effective Thue-Siegel-Roth-Schmidt-Nevanlinna bounds, or better. J. Number Theory 21 (1985), 347-389.
- For the parallelism, the existence of nontrivial holomorphic map $f$ from $\mathbb{C}$ to $X$ is parallel to the finiteness of number of rational points in $X$.
- Maximum $R$ (known as Schottky radius) for holomorphic map $f_{R}$ from disk of radius $R$ to $X$ (after normalization is derivative of $f_{R}$ at the center is parallel to the bound on the number of rational points in $X$.
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- $n=3$ means $e^{\varphi_{1}-\varphi_{3}}+e^{\varphi_{2}-\varphi_{3}}=-1$ so that the entire function $e^{\varphi_{1}-\varphi_{3}}$ misses 0 and -1 and therefore must be constant.
- Proof of Borel's theorem comes from differentiating repeatedly the functional equation $e^{\varphi_{1}}+\cdots+e^{\varphi_{n}}=0$ and applying Nevanlinna's logarithmic derivative lemma.
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- Question concerns restriction on entire functions from certain functional relations.
- Conclusion again comes from differentiating the functional relation and applying Nevanlinna's logarithmic derivative lemma.
- Results are for
- (Green 1975) Fermat hypersurface $\varphi_{0}^{m}+\cdots+\varphi_{n}^{m}=0$,
- (Toda 1971) $\sum_{j=0}^{p} a_{j}(\zeta) \varphi_{j}(\zeta)^{n_{j}}=1$ with $\sum_{j=0}^{p} \frac{1}{n_{j}}<\frac{1}{p}$ (where $a_{j}(\zeta)$ is of slower growth order $T\left(a_{j}, r\right)=o\left(T\left(\varphi_{j}, r\right)\right)$ for $\left.0 \leq j \leq p\right)$.
- (Masuda-Noguchi 1994) Polynomial relation with few terms relative to degree.
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- We now return to discussion of hyperbolicity of hypersurfaces.
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- Its higher dimensional version.
- Its Schottky radius version.
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Rolf Nevanlinna, Zur Theorie der Meromorphen Funktionen. Acta Math. 46, 1-99 (1925).
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Vanishing of full $\varphi^{*} \omega$ from composing $\varphi$ with holomorphic map $\mathbb{C} \rightarrow \mathbb{C}$.
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- $\left|\varphi^{*} \omega\right|$ dominated on $X$ by a positive-coefficent polynomial in $\left|d^{v} \log F_{j}\right|$.
- Logarithm derivative lemma applied to $d^{v} \log F_{j} \circ \varphi$ makes the average of $\log ^{+}\left|\varphi^{*} \omega\right|$ on $|\zeta|=r$ dominated by positive constant times $\log T(\varphi, r)$, giving a contradiction.
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- One side is that a good choice of $P$ (if possible) gives a holomorphic jet differential $\omega$ on $X$ which vanishes on an ample divisor.
- The other side is that the impossibility of good choice means $X$ contains a translate of an a abelian subvariety.
- Technically Bloch's implementation of the vanishing of pullback of jet differential to submanfiold is done by using the forgetful map which keeps the differentials but forgets the position and also using the Zariski closure $Z_{k}$ of the $k$-jet map $d^{k} \varphi$ of $\varphi$ in the $k$-jet space $J_{v}(A)$ of $A$.
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- Forgetful map $\pi_{k}: J_{k}(A)=A \times \mathbb{C}^{N_{k}} \rightarrow \mathbb{C}^{N_{k}}$ is simply the natural projection onto the second factor.

$$
\begin{gathered}
Z_{k}=\overline{\operatorname{Im}\left(d^{k} \varphi\right)} \hookrightarrow J_{k}(A)=A \times \mathbb{C}^{N_{k}} \quad \xrightarrow{\pi_{\xi}} \mathbb{C}^{N_{k}} \\
\sigma \downarrow \\
A
\end{gathered}
$$

- Good choice of $P$ possible if and only if the generic fiber of the restriction of $\pi_{k}$ to $Z_{k}$ has finite fiber (for sufficiently large $k \geq k_{n}$ ).
- Good case implies that the pullback of a meromorphic function $f$ on $A$ (with ample pole and zero divisors) to $Z_{k}$ satisfies a polynomial equation whose coefficients are of the form $P$ (from pulling back by $\pi_{k}$ ) so that the $P$ in the constant term is a good choice.
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- Since Bloch's technique of the Schwarz lemma one strategy of proving hyperbolicity of $X$ is to produce holomorphic $k$-jet differentials $\omega_{1}, \cdots, \omega_{\ell}$ on $X$
- which vanish on some ample divisor of $X$
- and which are sufficiently independent in the sense that
- for any $k$-jet $\xi$ of $X$ representable by some nonsingular holomorphic curve germ,
- the value of $\omega_{j}$ at $\xi$ is nonzero for some $1 \leq j \leq \ell$.
- Hyperbolicity comes from using a regular point of the entire curve in $X$ to define the $k$-jet $\eta$ to get a contradiction.
- Condition of not containing translate of abelian subvariety can be interpreted as a condition to guarantee that Lie differentiation of jet differentials with respect to constant vector fields generates enough independent ones.
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- Bloch's terminology and style are very different from what modern mathematicians are accustomed to.
- As a result, for a long time Bloch's results were labeled as conjectures.
- A translation, into modern terminology and presentation style of Bloch's argument for Schwarz's lemma for differentials was given as Theorem 3 in Yum-Tong Siu and Sai-Kee Yeung, Defects for ample divisors of abelian varieties, Schwarz lemma, and hyperbolic hypersurfaces of low degrees. Amer. J. Math. 119 (1997), 1139-1172. Addendum, ibid. 119 (2003), 441-448.
- Location of Bloch's key steps in his 1926 paper is pinpointed in Yum-Tong Siu, Hyperbolicity in complex geometry. The legacy of Niels Henrik Abel, pp.543-566, Springer, Berlin, 2004.
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- In Faltings's proof of finiteness of number of rational points in a subvariety $X$ of an abelian variety $A$ with $X$ containing no translate of any abelian subvariety,
Gerd Faltings, Approximation on Abelian Varieties. Ann. of Math. 133 (1991), 549-576.
which uses Vojta's method of proving the Mordell conjecture
Paul Vojta, Siegel's theorem in the compact case, Ann. of Math. 133 (1991), 509-548. the logarithmic derivative lemma corresponds to the following step.
- For $x_{1}, \cdots, x_{m} \in X$ rational, the quadratic property of the Neron-Tate height $(\|\cdot\|$ with inner product $\langle\cdot, \cdot\rangle)$ is used to make the height of $x=\left(x_{1}, \cdots, x_{m}\right)$ small relative to the $\mathbb{Q}$-line bundle

$$
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- so that the Neron-Tate height of $s_{i} x_{i}-s_{i+1} x_{i+1}$ is $\left(s_{i} \sqrt{h_{i}}-s_{i+1} \sqrt{h_{i+1}}\right)^{2}+\frac{\varepsilon}{2}$ plus $s_{i}^{2}$ times a bounded factor from the difference between the Neron-Tate height and the height with respect to $L$.
- The ampleness of $L$ over $X^{m}$ for some $\varepsilon>0$ corresponds to the vanishing on an ample divisor of the pullback to $X$ of a jet differential on $A$ of constant coefficients.
- The quadratic property of the Neron-Tate height corresponds to the use of the zero curvature of the abelian variety $A$.
- What is unknown is how to use negative curvature directly in number theory without using embedding into an abelian variety of zero curvature
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- For a nonsingular complex curve $C$ of genus $g \geq 1$ in the complex plane $\mathbb{P}_{2}$ defined by polynomial $R(x, y)=0$ (where $x, y$ are inhomogeneous coordinates of $\mathbb{P}_{2}$ ), the $g \mathbb{C}$-linearly independent holomorphic 1 -forms on $C$ are given by

$$
P(x, y) \frac{d x}{R_{y}}=-P(x, y) \frac{d y}{R_{x}}
$$

for a polynomial $P(x, y)$ of degree $\delta-3$, where $\delta$ is the degree of the curve $C$ with $g=\frac{1}{2}(\delta-1)(\delta-2)$.

- The argument is the same as Bloch's technique of vanishing of pullback of jet differential to submanifold.
- The meromorphic 1-form (or 1 -jet) $d x$ on $\mathbb{P}_{2}$ when pulled back to $C$ gets new vanishing order to cancel the pole order of $d x$.
- In Bloch's case a good choice of polynomial $P$ of differentials $d^{v} w_{j}$, instead of $d x$, is used to get the required additional vanishing order.
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$$
\omega_{a}=\frac{d x}{R_{y}(x, y, a)}=-\frac{d y}{R_{x}(x, y, a)}
$$

is a 1 -form on $C_{a}$.

- Let $\mathcal{C}=\cup_{a \in \Delta} C_{a}$ be the total space.
- The holomorphic family of fiberwise holomorphic 1-forms $\{\omega\}_{a \in \Delta}$ is not the same as a holomorphic 1 -form on $\mathcal{C}$,
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- For a holomorphic family of nonsingular complex plane curves $C_{a}$ with holomorphic parameter $a \in \Delta$ defined by $R(x, y, a)$, the fiberwise 1-form

$$
\omega_{a}=\frac{d x}{R_{y}(x, y, a)}=-\frac{d y}{R_{x}(x, y, a)}
$$

is a 1-form on $C_{a}$.

- Let $C=\cup_{a \in \Delta} C_{a}$ be the total space.
- The holomorphic family of fiberwise holomorphic 1 -forms $\{\omega\}_{a \in \Delta}$ is not the same as a holomorphic 1 -form on $\mathcal{C}$,
- because no value is assigned to a vector field of $\mathcal{C}$ transversal to the fiber Ca.
- We cannot use $0=d R=R_{x} d x+R_{y} d x+R_{a} d a$ to construct a holomorphic 1-form on $\mathcal{C}$,
- unlike the situation $0=d R=R_{x} d x+R_{y} d x$ on $C_{a}$ which enables us to divide by $R_{y}$ to get $\omega_{a}$.
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- The low pole-order jet differential on $\mathbb{P}_{n}$ which we use to pull back to $X$ is Q
- which is a polynomial of degree $m_{0}=\left\lceil\delta^{\theta_{0}}\right\rceil$ in $x_{1}, \cdots, x_{n}$
- and of homogeneous weight $m=\left\lceil\delta^{\theta}\right\rceil$ in

$$
d^{j} x_{1}, \cdots, d^{j} x_{n} \quad(1 \leq j \leq n-1)
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- Need to know
- the pullback of $Q$ to $X$ is nonzero
- the pullback of $Q$ to $X$ vanishes on the divisor of $f_{x_{1}}-1$.
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- The pullback to $X$ of the low pole-order jet differential $Q$ on $\mathbb{P}_{n}$ vanishes on $\left\{f_{x_{1}}-1=0\right\}$ with a good choice of $Q$.
- This is verified by computing an upper bound for the dimension of all such restrictions to $\left\{f_{x_{1}}-1=0\right\}$ of the pullback of $Q$,
- and using $d^{\nu} f \equiv 0$ on $X$ to express $d^{\nu} x_{1}$ in terms of $d^{\lambda} x_{j}$ for $1 \lambda \leq v$ and $2 \leq j \leq n$ (where $1 \leq v \leq n-1$ ),
- and comparing the upper bound with the number of coefficients of the polynomial
- Note that the restriction to $\left\{f_{x_{1}}-1=0\right\}$ and not the pullback to it is used,
- because of definition of vanishing of jet differential on a divisor.
- Our construction of jet differential is analogous to
- Bloch's construction of jet differentials on surfaces in 3-dimensional abelian variety and
- the classical construction of holomorphic 1-forms on plane curves.
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## Need for Sufficiently Many Independent Holomorphic Jet Differentials Vanishing on Ample Divisor

- Schwarz's lemma applied to $\omega=\frac{Q}{f_{x_{1}}-1}$ implies that $\varphi^{*} \omega \equiv 0$ on $\mathbb{C}$.
- That is, image of $\varphi$ satisfies the ordinary differential equation defined by the jet differential $\omega$.
- At every point of $X$ need sufficiently many such $\omega$ to eliminate all the differentials to get enough algebraic equations for $\varphi$, making $\varphi$ constant.
- In our case we introduce a new technique of slanted vector fields to generate enough such jet differentials.
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- Fiber of projection $\mathbb{P}_{n} \times \mathbb{P}_{\binom{n+\delta}{\delta}-1} \rightarrow \mathbb{P}_{\binom{n+\delta}{\delta}-1}$ over $a=\left[a_{v_{0}, \cdots, v_{n}}\right]_{v_{0}+\cdots+v_{n}=\delta} \in \mathbb{P}_{\binom{n+\delta}{\delta}-1}$ is the hypersurface $X^{(a)}$.


## Extension of Holomorphic Jet Differential from Fiber of Universal Hypersurface

- There is a proper subvariety $Z_{k, m, q}$ of $\mathbb{P}\binom{n+\delta}{\delta}-1$


## Extension of Holomorphic Jet Differential from Fiber of Universal Hypersurface

- There is a proper subvariety $Z_{k, m, q}$ of $\mathbb{P}_{\binom{n+\delta}{\delta}-1}$ such that for $\hat{a}$ outside $Z_{k, m, q}$ every holomorphic $k$-jet differential $\omega(\hat{a})$ of weight on $X^{(\hat{a})}$ can be extended to a family of holomorphic $k$-jet differential $\omega(a)$ of weight on $X^{(a)}$ for $a \in \mathbb{P}_{\binom{n+\delta}{\delta}-1}$,


## Extension of Holomorphic Jet Differential from Fiber of Universal Hypersurface

- There is a proper subvariety $Z_{k, m, q}$ of $\mathbb{P}_{\binom{n+\delta}{\delta}-1}$ such that for $\hat{a}$ outside $Z_{k, m, q}$ every holomorphic $k$-jet differential $\omega(\hat{a})$ of weight on $X^{(\hat{a})}$ can be extended to a family of holomorphic $k$-jet differential $\omega(a)$ of weight on $X^{(a)}$ for $a \in \mathbb{P}_{\binom{n+\delta}{\delta}-1}$,
- where the family is holomorphic for a outside of the infinity hyperplane of $\mathbb{P}_{\binom{n+\delta}{\delta}-1}$ across which there is a pole order of $p_{k, m, q}$.
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## Generation of New Jet Differentials by Lie Differentiation by Vector Fields

- One way to generate more jet differentials is by applying Lie derivatives with respect to vector fields to one jet differential.
- However, there is no holomorphic vector field on a nonsingular hypersurface of high degree $\delta$ in $\mathbb{P}_{n}$ and meromorphic vector fields there have high pole order of the order $\delta$.
- The technique to overcome this is to extend the jet differential from the fiber of the universal hypersurface $\mathcal{X}$ and then use slanted vector fields of low pole order on $X$ to differentiate.
- Slanted means not tangential to a fiber.
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Clemens, H.: Curves on generic hypersurfaces, Ann. Ec. Norm. Sup. 19(1986), 629-636.
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- When $z_{q}\left(\frac{\partial}{\partial a_{\lambda}+e_{p}}\right)-z_{p}\left(\frac{\partial}{\partial a_{\lambda}+e_{q}}\right)$ (with homogeneous coordinates appropriately interpreted as inhomogeneous coordinates) is applied to a function $g(z, a)$,
- the effect is replacing $a_{\lambda+e_{p}}$ by $z_{q}$ and replacing $a_{\lambda+e_{q}}$ by $z_{p}$ inside $g(z, a)$.
- In other words, certain dependence on $a$ is transferred to dependence on $z$.
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- There exist $c_{n}, c_{n}^{\prime} \in \mathbb{N}$ such that the $\left(c_{n}, c_{n}^{\prime}\right)$-twisted tangent bundle of the projectivization of $J_{n-1}^{\text {vert }}(X)$ is globally generated.
- That is,

$$
T_{J_{n-1}^{\text {vert }}(X)} \otimes O_{\mathbb{P}_{n}}\left(c_{n}\right) \otimes \mathcal{O}_{\mathbb{P}_{\binom{n+\delta}{\delta}-1}}\left(c_{n}^{\prime}\right)
$$

is globally generated on $\mathbb{P}_{n} \times \mathbb{P}_{\binom{n+\delta}{\delta}-1}$.
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- The jet differential

$$
\omega_{a}=\frac{Q^{(a)}}{f_{x_{1}}^{(a)}-1}
$$

on $X^{(a)}$,

- after the process of extension to the total space of vertical jet differentials and the application of slanted vector fields of low pole order,
- yields sufficiently independent jet differentials on $X^{(a)}$ for a generic $a \in \mathbb{P}_{\binom{n+\delta}{\delta}-1}$,
- because $Q^{(a)}$ is of degree $m_{0}=\left\lceil\delta^{\theta_{0}}\right\rceil$ in $x_{1}, \cdots, x_{n}$ and
- of weight $m=\left\lceil\delta^{\theta}\right\rceil$ in

$$
d^{j} x_{1}, \cdots, d^{j} x_{n} \quad(1 \leq j \leq n-1)
$$

- with $0<\theta_{0}<1,0<\theta<1$,
- whereas the degree of $f^{(a)}$ is $\delta$.
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- Every time Lie differentiation by slanted vector field is used, vanishing order of constructed jet differential at infinity is decreased.
- Need an effective upper bound of vanishing order of pullback of

$$
\omega_{a}=\frac{Q^{(a)}}{f_{x_{1}}^{(a)}-1}
$$

to $X^{(a)}$.
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- for $\alpha \in W-Z_{g, \sigma}$ the vanishing order of the restriction $\left.g^{(a)}\right|_{X^{(a)}}$ of $g^{(a)}$ to $X^{(a)}$
- at the point $\sigma(a)$ of $X^{(a)}$ is no more than $m$.
- As a consequence, for any relatively compact nonempty subset $\tilde{W}$ of $W$
- there exists a proper subvariety $\tilde{Z}_{g}$ of $\tilde{W}$ such that
- for $\alpha \in \tilde{W}-\tilde{Z}_{g}$ the vanishing order of the restriction $\left.g^{(a)}\right|_{X^{(a)}}$ of $g^{(a)}$ to $X^{(a)}$ at any point of $X^{(a)}$ is no more than $m$.
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- Modification needed to get Big-Picard-Theorem type extendibility uses the following Trivial Multiplicative Version of Heftungslemma.
- Let $r_{0}>0$ and $F$ be meromorphic on $\mathbb{C}-\overline{\Delta_{r_{0}}}$. Let $r_{0}<r_{1}$.
- Then there exists some function $G$ holomorphic and nowhere zero on $\mathbb{C} \cup\{\infty\}-\overline{\Delta_{r_{1}}}$ such that
- $F G$ is meromorphic on $\mathbb{C}$.
- Moreover, when $F$ is holomorphic, $G$ can be chosen so that
- $F G$ is also holomorphic on $\mathbb{C}-\{0\}$.
- This enables us to repeat the argument for the Schwarz lemma,
- but reparametrization of entire curve by a holoomorphic map $\mathbb{C} \rightarrow \mathbb{C}$ is not possible.
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- There exists a positive integer $\delta_{n}$ and for $\delta \geq \delta_{n}$ there exists a property subvariety $Z$ of $\mathbb{P}_{N}$ (where $N=\binom{\delta+n}{n}$ ) with the following property.
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- In other words,

$$
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- where $\operatorname{div} F_{j}$ is the divisor of $F_{j}$.
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- In other words,

$$
\sum_{j=1}^{p} m\left(r, \varphi, D_{j}\right) \leq(q-p) T\left(r, \varphi, L+\pi^{-1}\left(L_{S}\right)\right)+o\left(T\left(r, \varphi, L+\pi^{-1}\left(L_{S}\right)\right)\right) \|
$$

